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“…It will become clear that the simplicity of the inner Earth is only apparent; with the progress of [experimental 
and observational] techniques, we may perhaps expect that someday “physics of the interior of the Earth” 
will make as little sense as “physics of the crust”…”

J.‐P. Poirier (1991, Introduction to the Physics of the Earth’s Interior)

Abstract

Hypotheses and conclusions concerning the physical state of the interior of the Earth are under constant debate. 
At least part of the controversy lies in the fact that traditionally studies of different nature (i.e., seismic, 
geochemical, electromagnetic, etc.), with very different spatial and temporal resolutions and sensitivities to the 
thermochemical structure of the Earth’s interior, have been used in isolation to explain the same phenomena 
(e.g., temperature or velocity anomalies, magmatism, plate motion, strain partitioning, etc.). There is no a priori 
reason, however, why the results from these diverse studies should be strictly comparable, consistent, or 
compatible, despite sampling the same physical structure. In recent years, however, advances on computational 
power, inversion methods, and laboratory experimental techniques, as well as the dramatic increase on both 
quality and quantity of multiple geophysical and geochemical datasets, have created great interest on integrated 
(joint) multidisciplinary analyses capable of exploiting the complementary benefits of different datasets/
methods. This chapter endeavors to provide a comprehensive review of the current state of the art in such 
integrated studies of the lithosphere and sublithospheric upper mantle, as well as of their benefits and limita­
tions. Although important stand‐alone (single‐data) methods are briefly discussed, the emphasis is on forward, 
inverse, and probabilistic techniques that integrate two or more datasets into a formal joint analysis. The role of 
emerging trends for imaging the Earth’s interior and their potential for elucidating the physical state of the 
planet are also discussed.

10.1. INTRODUCTION

Most information on the physical state of the Earth’s 
interior comes from the application of imperfect geo­
physical and geochemical theories to sparse observations 
made at the Earth’s surface. Such theories must be 
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constantly refined to accommodate an ever‐increasing 
amount of data arriving in the form of field observations 
and laboratory experiments. At least in part, the substan­
tial increase in the quality and quantity of available 
datasets and processing power over the past few decades 
has been responsible for major changes in how we per­
ceive and conceptualize the nature of the Earth’s interior. 
For instance, the advent and development of global 
tomography has clearly demonstrated that the Earth’s 
upper mantle, once thought to be relatively homogene­
ous, is highly heterogeneous at various length scales. 
Comprehensive studies involving large compilations of 
mantle samples (e.g., xenoliths, ophiolites, abyssal peri­
dotites, etc.) and mantle‐derived volcanic rocks provide 
further support for a complex thermochemical structure 
of the upper mantle and lithosphere. As a result, it is now 
widely accepted that the lithospheric and sublithospheric 
upper mantle are complex physicochemical systems that 
interact via mass and energy transfer processes over vari­
ous length and time scales and that these interactions 
largely control the evolution of important tectonic and 
geological phenomena. The detection of these interac­
tions and the imaging of the thermochemical structure of 
the Earth’s interior, however, is far from straightforward 
and currently represent two of the most important and 
challenging goals of modern geophysics.

In this chapter, we will discuss some of the most rele­
vant methods that are currently used to image the physi­
cal state of the lithosphere and upper mantle. While some 
single‐data approaches will be mentioned due to their 
significant contribution to our understanding of the 
Earth’s interior, we will focus on joint approaches that 
integrate complementary datasets. Due to length limita­
tions, we cannot hope to include all relevant references in 

one chapter. We apologize to those authors whose work 
could not be directly cited.

10.2. GENERAL CONSIDERATIONS ABOUT 
THE LITHOSPHERE

The Earth’s lithosphere consists of the entire crust 
(oceanic and continental) and a portion of the upper­
most upper mantle. It is critical to humans, as most 
tectonic and biological activities on which modern soci­
ety depends take place either within or at the boundaries 
of lithospheric plates. Examples are volcanic and seismic 
activity, mineralization events, and water and CO2 
recycling, among others. Although many definitions of 
lithosphere have been proposed in the literature (see 
Table 10.1), all of them can ultimately be related to the 
thermochemical state (i.e., temperature, stress field and 
composition) of the actual rocks making up the crust 
and uppermost mantle. This stems from the simple fact 
that  important rock properties such as elastic moduli, 
electrical conductivity, strength, and viscosity are largely 
controlled by temperature, pressure, lithology (i.e., com­
position), and H2O content (cf. Ranalli [1995] and Karato 
[2008]). Although rock fabric can in principle affect the 
strength of the lithosphere, the relative effect of fabric is 
of second‐order compared to that of temperature and/or 
H2O content. Therefore, most of the confusion around 
the use and meaning of different definitions of lithosphere 
is, in most cases, only apparent. Several review mono­
graphs have recently addressed the question of how to 
best define the lithosphere and the so‐called lithosphere–
asthenosphere boundary (LAB), as well as the relation 
between different definitions (e.g., see Eaton et al. [2009], 
Artemieva [2009, 2011], and Kind et al. [2012]). We emphasize, 

Table 10.1  Commonly Used Definitions of “Lithosphere”a.

Definition Main Distinctive Feature

Mechanical Outer part of the Earth where there are no significant vertical gradients in horizontal strain rate (i.e., 
no internal deformation) and effectively isolated from the underlying convective mantle over 
geological time scales (cf. Burov [2011] and Turcotte and Schubert [2014])

Seismological (LID) High‐velocity material that overlies the upper mantle Low Velocity Zone (LVZ) (cf. Anderson [1989] 
and Fisher et al. [2010])

Thermal Material above a critical isotherm where heat is transferred primarily by conduction (cf. Turcotte and 
Schubert [2014] and Artemieva [2011])

Elastic Strong outer shell of the Earth that can support applied loads elastically and without permanent 
deformation (cf. Watts [2001])

Electrical Outer, generally resistive, layer of the Earth overlying more conductive material (cf. Jones [1999] and 
Jones and Craven [2004])

Geochemical Material that preserve distinct geochemical and isotopic signatures for longer periods than the 
underlying convecting mantle (cf. Griffin et al. [1999] and O’Reilly and Griffin [2010])

Petrological Uppermost portion of the upper mantle where amphibole (magnesian pargasite) is stable (cf. Green 
and Fallon [1998] and Green et al. [2010])

a We note that different authors assign slightly different characteristics to some of these definitions.
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however, that within the plate tectonics paradigm, there is 
only one strict definition, namely the mechanical or rheo­
logical definition (e.g., see Isacks et  al. [1968] and Le 
Pichon et al. [1973]). Thus, the lithosphere represents the 
Earth’s rigid/strong/viscous outermost shell, which can 
sustain and transmit relatively large stresses over geologic 
time scales. It forms relatively rigid plates that move over 
a hotter and rheologically weaker layer (the astheno­
sphere) that is characterized by pervasive ductile defor­
mation (solid‐state creep) and multiscale convection. 
Although its formal definition is therefore clear, the 
impossibility of directly probing the lithospheric mantle 
gives rise to a number of indirect “technique‐based” 
definitions (Table 10.1).

Given the strong dependence of rock strength on 
temperature, the so‐called “thermal definition” of the 
lithosphere has some practical and conceptual advan­
tages over other proposed definitions. Being a thermal 
boundary layer itself, the lithosphere is a nonconvecting 
region of relatively high temperature gradient (controlled 
by conduction of heat) between its lower boundary and 
the Earth’s surface. This represents a well‐established and 
important tenant of lithospheric modeling that allows 
practical estimations of “thermal” lithospheric structures 
provided appropriate boundary conditions and physical 
parameters are chosen (cf. Jaupart and Mareschal [2011], 
Hasterok and Chapman [2011], Artemieva [2011], and 
Furlong and Chapman [2013]). Importantly, through the 
use of temperature‐dependent rheological laws appropri­
ate for lithospheric rocks, a formal relation between the 
thermal and mechanical definitions can be defined (cf. 
Ranalli [1995], Kohlstedt et al. [1995], Burov [2011], and 
Turcotte and Schubert [2014]). On the downside, the 
viscosity of rocks is dependent not only on temperature, 
but also on pressure, composition, melt content, fluid 
content, strain rate, and so on (e.g., Ranalli [1995], 
Kohlstedt and Zimmerman [1996], Mei and Kohlstedt 
[2000a,b], Karato [2008], and Tasaka et al. [2013]), and 
some important parameters such as the activation 
volumes and energies of the aggregate are still subject to 
large uncertainties. Thus, a single temperature would 
not  correspond to a single viscosity value everywhere. 
Whereas the pressure effect is negligible when considering 
actual uncertainties in temperature estimations from 
geophysical and/or thermobarometric methods, volatile 
content, on the other hand, can significantly complicate 
the relation between temperature and viscosity (cf. Hirth 
and Kohlstedt [1996], Karato and Jung [1998], Mei and 
Kohlstedt [2000a,b], Karato [2008], and Burov [2011]). 
Also, episodic magmatism and or fluid circulation can 
locally and temporarily alter conductive geotherms 
[Furlong and Chapman, 2013]. However, significant 
departures (of the order of 150–250°C at scales of 50–100 
km) from a conductive profile are only important in 

regions that experienced extended tectonothermal events 
(rifting, orogenesis, subduction) less than ~80 Ma ago 
[Furlong and Chapman, 2013]. With these caveats in mind, 
the thermal definition of the lithosphere has the advan­
tages of (a) being a practical and reliable working defini­
tion, (b) having a formal relation to the mechanical 
definition, (c) having a direct connection with other 
popular definitions (e.g., electrical, seismic, etc.) through 
laboratory‐based equations of state for mineral proper­
ties (e.g., elastic moduli, electrical conductivity, etc.), and 
(d) eliminating ambiguities associated with other meth­
ods which struggle to locate the LAB beneath some 
tectonic settings, such as Archean cratons (i.e., the ther­
mal definition always outputs a specific isotherm that can 
be related to the LAB). All other definitions of litho­
sphere (Table 10.1) respond to specific features related to 
(but not strictly defining) the nature and evolution of the 
lithosphere and typically predict significantly different 
lithospheric thicknesses (e.g., see Eaton et al. [2009] and 
Jones et  al. [2010]). For instance, the so‐called seismic 
lithosphere or lid, is characterized by a layer of relatively 
high velocities and/or frozen anisotropy (cf. Anderson 
[1989] and Plomerova et  al. [2002]). These specific fea­
tures are a consequence, rather than the cause, of the cold 
and viscous nature of lithospheric rocks compared to 
the underlying mantle. Likewise, the distinct geochemical 
signatures used to define a chemical lithosphere (e.g., see 
Griffin et  al. [1999]) can only exist due to the highly 
viscous, nonconvecting nature (i.e., thus, no homogeniza­
tion) of lithospheric rocks.

One of main advantages of adopting the seismic defini­
tion of the lithosphere is that one can use global seismic 
models to estimate the structure of the lithosphere (e.g., 
Priestley and McKenzie [2006], Conrad and Lithgow‐
Bertelloni [2006], Thybo [2006], Lebedev and van der Hilst 
[2008], Fischer et  al. [2013], and Artemieva [2011]). 
Pasyanos et al. [2014] have recently applied this principle 
to construct a 1° tessellated global model of the litho­
sphere (LITHO1.0) by inverting Love and Rayleigh 
(group and phase) dispersion data over a wide period 
range (up to 200 sec). Similarly, Priestley and McKenzie 
[2006] and Priestley and Tilmann [2009] also inverted 
dispersion data to obtain the seismic velocity structure of 
the upper mantle, which is subsequently used to estimate 
geotherms and the base of the lithosphere. Despite some 
minor differences in the data and approach used, these 
models, as many others before, reveal a great variability in 
lithospheric thicknesses (either seismological or thermal) 
worldwide, with a marked long‐wavelength correlation 
between lithospheric thickness and surface tectonics. 
This correlation has been highlighted before in numerous 
studies (e.g., Jordan [1988], Anderson [1989], Grand [1994], 
Nolet et al. [1994], and Zhang and Tanimoto [1991]) and it 
represents a robust seismological feature of the upper 
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mantle. A difficulty with such studies, however, is that 
when velocity anomalies are converted into density 
anomalies, the gravity anomalies, induced mantle flow, 
topography, and plate velocities predicted by the model 
tend to be poor representations of the real observations 
(Figure  10.1; Forte [2007, 2000] and Simmons et  al. 
[2010]). This is not surprising, since the magnitude of the 
temperature anomalies necessary to significantly affect 
geodynamic observables is of the same order as the uncer­
tainties associated with temperatures derived from global 
seismic models. Approaches that include the simultane­
ous inversion of potential fields and/or geodynamic 
observables offer an attractive solution (e.g., see Simmons 
et al. [2010]).

Although the base of the lithosphere is commonly 
thought of as a first‐order boundary or structural discon­
tinuity, there are no strong a priori physical arguments 
why it should be a global sharp boundary. Factors that 
can contribute to produce a relatively sharp boundary at 
the base of the lithosphere include the presence of melt 
lenses, sharp change in fluid content (mainly H2O), and 
strong shearing due to the horizontal motion of the plate, 
among others. Some or all of these factors are likely to be 
more common in oceanic environments (e.g., Afonso 
et  al. [2008b], Karato [2012], Kawakatsu et  al. [2009], 
Rychert and Shearer [2011], Olugboji et  al. [2013], and 
Naif et al. [2013]), where evidence for sharp seismic dis­
continuities (which in some cases may coincide with the 
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Figure 10.1  (a) Observed EGM96 global free‐air gravity anomalies. (b) The “mean” free‐air gravity anomalies 
derived from global seismic models (mean of five different seismic models). Both observed and predicted anoma-
lies shown are synthesized from spherical harmonics up to degree and order 20. Modified from Forte [2007].
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base of the lithosphere) is clear (e.g., Kawakatsu et  al. 
[2009] and Olugboji et al. [2013]). However, geochemical, 
geophysical, and numerical evidence suggest that, at least 
beneath some continents, this boundary is more like a 
gradual “transitional zone” and subject to complex multi­
scale physicochemical interactions between the overlying 
lithospheric plate and the sublithospheric upper mantle. 
Some of these interactions include the episodic transfer 
of mass and energy from the asthenosphere to the base 
of  the lithosphere (e.g., percolation of low‐degree melts, 
refertilization, underplating) and from the lithosphere to 
the asthenosphere (e.g., lithospheric downwellings or 
drips, small‐scale convection), which can significantly 
modify the properties of this complex region both in space 
and time. The term lithosphere–asthenosphere boundary, 
or LAB, therefore seems to be a bit of a misnomer, espe­
cially when used to define lithospheric structure. Perhaps 
it would more appropriate to simply use lithospheric 
thickness when referring to lithospheric structure and 
lithosphere–asthenosphere transition zone (LATZ) or 
lithosphere–asthenosphere system (LAS) when referring 
to the complex transitional region between the lithosphere 
and sublithospheric upper mantle.

10.3. COMPOSITION OF THE UPPER MANTLE

It is commonly agreed that the bulk composition of the 
upper mantle can be represented as that of a peridotite 
sensu lato. Although this model has been regularly 
challenged (cf. Anderson [1989]), abundant evidence 
collected in the past 30 years from experimental phase 
equilibria, mineral physics studies, seismological obser­
vations, composition of mantle‐derived magmas, and 

studies of exhumed mantle support a bulk peridotitic 
upper mantle (cf. McDonough and Sun [1995], Pearson 
et al. [2003], and Bodinier and Godard [2003]). The four 
main mineral phases are olivine, clinopyroxene, orthopy­
roxene, and an aluminum‐rich phase. The latter can be 
either garnet, spinel, or plagioclase, depending on the 
equilibration pressure (some of these phases can coexist 
at certain PT conditions). The dominant Al‐rich phase 
present in the rock typically defines the “facies” from 
which the samples have been recovered (e.g., garnet versus 
spinel facies). According to the IUGS classification 
nomenclature, the term “peridotite” is restricted to 
ultramafic rocks with more than 40% modal olivine 
(Figure  10.2). Peridotites are further subdivided into 
lherzolites (abundant amounts of clino‐ and orthopyrox­
ene), harzburgites (mostly orthopyroxene), dunites 
(>90% olivine), and wherlites (mostly clinopyroxene), 
with the first three making up over 90% of all recovered 
mantle samples (see below). Secondary phases, such as 
apatite (phosphate), rutile (TiO2), zircon (ZrSiO4), 
monazite (phosphate), phlogopite (Mg‐rich mica), and 
amphiboles (hydrous silicate), may also be present, espe­
cially around localized veins where metasomatizing 
fluids/melts percolated through mantle rocks [Pearson 
et al., 2003; O’Reilly and Griffin, 2013]. Moreover, solidi­
fied melts within the lithospheric mantle coupled with 
fluid–rock interaction processes can result in local, but 
significant, lithological contrasts (e.g., eclogite and/or 
pyroxenite bodies; SiO2‐enriched harzburgitic domains, 
etc. [Kelemen et  al., 1998; Jacob, 2004; Pearson et  al., 
2003; Bodinier et al., 2008]). The actual spatial distribu­
tion and abundance of ultramafic rocks other than 
peridotites within the upper mantle is debated and 
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Figure 10.2  IUGS modal classification of major rock types in the lithospheric mantle. After Streckeisen [1979].
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difficult to constrain, but there is some agreement that 
their average volumetric proportions should not be higher 
than a few percent (e.g., see Schulze [1989], Griffin and 
O’Reilly [2007], and Downes [2007]). Even in such small 
amounts, eclogites can have a significant effect on some 
geophysical observables and mechanical properties of the 
lithosphere if  they are concentrated at specific depths 
[Griffin and O’Reilly, 2007]. Unfortunately, their detec­
tion with geophysical techniques is still subject to large 
uncertainties.

Besides the presence of other ultramafic rocks, there is 
now abundant evidence of large compositional varia­
bility at different scales (vertical and lateral) within the 
peridotitic component of the lithospheric mantle 
[Figure 10.3; cf. Carlson et al. [2005], Griffin et al. [2009], 
Bodinier and Godard [2003], Pearson et  al. [2003], and 
Walter [2003]). Since peridotites are thought to be the 
most important component by volume in the upper 
mantle, and their composition can inform on the origin, 
evolution, and bulk physical properties of the lithosphere, 
compositional variability within this group is of particular 

relevance. The terms “depleted” and “fertile” have 
become standard when describing the degree to which the 
composition of a mantle peridotite has been modified, 
relative to some assumed starting composition, by melt 
extraction and/or metasomatism. Highly depleted rocks 
can be significantly less dense and generally seismically 
faster than their fertile counterparts (cf. Jordan [1988], 
Lee [2003], Anderson and Isack [1995], Schutt and Lesher 
[2006], Matsukage et al. [2005], Afonso et al. [2010], and 
Afonso and Schutt [2012]). This is due to the transfer of 
specific chemical elements from the solid aggregate to the 
melt phase (i.e., incompatible elements), which is subse­
quently removed from the system. For instance, SiO2, 
CaO, and Al2O3 are preferentially removed from the solid 
aggregate when melting occurs, while MgO tends to 
remain in the solid residue, and therefore its relative 
abundance increases in the solid. The behavior of FeO is 
more intricate, particularly at low pressures (P < 3 GPa; 
see Afonso and Schutt [2012]), but it generally decreases 
or increases at a smaller rate than MgO [Herzberg, 2004; 
Kinzler and Grove, 1992] during partial melting. Despite 
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second‐order discrepancies between different melting 
models/experiments, the general “depletion pattern” of 
the five main oxides SiO2–Al2O3–MgO–FeO–CaO is well 
understood, and their atomic ratios are typically used to 
quantify the degree of depletion in peridotites (cf. Pearson 
et al. [2003] and Walter [2003]). Amongst these, the ratio 
between MgO and FeO or “magnesium number” (Mg# = 
MgO/[MgO + FeO]), is of particular interest because  
(i) together with SiO2, FeO and MgO typically account for 
more than 95% by weight of peridotites and thus exert a 
major control on modal compositions, (ii) these elements 
have a distinctive behavior during melting episodes that 
informs about the extent of partial melting (see below), 
(iii) MgO and FeO’s strong influence on the relative 
abundances of mineral end‐members of volumetrically 
dominant mineral phases (e.g., olivine and pyroxenes), 
and (iv) MgO and FeO’s affect significantly the physical 
properties of the aggregate. During melt extraction, the 
Mg# of the residue increases almost linearly with degree 
of melting, regardless of whether melting is a batch or a 
fractional process and/or whether it occurs under wet or 
dry conditions [Hirose and Kawamoto, 1995; Herzberg 
and O’Hara, 2002; Herzberg, 2004]. Also, mainly due to 
(i) and (iii) above, there is a strong correlation between 
the residue’s Mg# and its bulk density, shear‐wave veloc­
ity, electrical conductivity, and compressional shear 
velocity (e.g., see Speziale et al. [2005], Matsukage et al. 
[2005], Jones et al. [2009], and Afonso et al. [2010]). The 
reader is referred to Afonso and Schutt [2012] and Afonso 
et al. [2013a] for thorough discussions of these topics in 
the context of geophysical studies.

The interpretation of the Mg# is less clear when perva­
sive metasomatism by infiltration of mafic melts take 
place [Griffin et al., 2009]. This is expected to occur in the 
deeper parts of the lithospheric mantle, which can be 
affected and modified by interaction with small amounts 
of melts produced in the asthenosphere (e.g., see Tang 
et  al. [2006] Piccardo [2008], and O’Reilly and Griffin 
[2010, 2013]). When this occurs, FeO can be re‐intro­
duced into the solid assemblage during metasomatism by 
infiltration of mafic melts [Griffin et al., 2009], resulting 
in an overall reduction of the residue’s Mg#. CaO and 
Al2O3 are also commonly added to the system by such 
processes. The metasomatic reintroduction of incompat­
ible elements back into the depleted residue is referred to 
as “refertilization”. Indeed, there is geochemical and 
geophysical evidence suggesting that large volumes of 
lithospheric mantle have been refertilized through perco­
lation of melts (cf. Chen et al. [2009], Pinto et al. [2010], 
Le Roux et  al. [2007], Zheng et  al. [2007], Griffin et  al. 
[2009], Tang et al. [2013], and O’Reilly and Griffin [2013]). 
Therefore, the Mg# of peridotites should not be seen as a 
measure of melt depletion only, but as an overall indica­
tor of depletion and refertilization processes over time. 

Moreover, cautions should be exercised when making 
assumptions about the average Mg# of the subcontinen­
tal mantle based on the age of the overlying crust, as it is 
now well‐known that this is not a global pattern [Griffin 
et al., 2009; O’Reilly and Griffin, 2013].

If  the lithosphere is indeed isolated from the homoge­
nizing process of high‐temperature convection, it should 
accumulate and preserve distinct geochemical and 
isotopic signatures for longer periods than the underlying 
convecting mantle. Indeed, trace‐element and isotopic 
studies in mantle peridotites have provided crucial infor­
mation on the nature and time scale of melting and meta­
somatic events (e.g., see Hofmann [1997] and Stracke and 
Bourdon [2009]). However, the effects of trace elements 
on geophysically relevant properties of mantle rocks is 
negligible. A significant exception is water, which exerts a 
major influence on some important properties of mantle 
rocks, even when present in trace (ppm) amounts (e.g., see 
Karato and Jung [1998], Karato [2008], and Yoshino and 
Katsura [2013]). Water is two to three orders of magni­
tude more soluble in melts than in mantle minerals (cf. 
Hirschmann [2006]). Consequently, considering typical 
water contents in mantle rocks (<200–300 ppm wt%), 
melt extractions of only <10% can effectively “dry out” 
the residue, significantly increasing its electrical resistiv­
ity and viscosity relative to its hydrated counterpart (e.g., 
see Karato [1986], Hirth and Kohsltedt [1996], Karato 
[2008], and Jones et al. [2012]). Furthermore, it has been 
recently suggested that water can also significantly affect 
seismic attenuation and velocities by increasing the effect 
of the dissipation peak due to grain‐boundary sliding 
[Karato, 2012]. This hypothesis is consistent with a lim­
ited number of experimental results (e.g., Aizawa et  al. 
[2008]) and helps reconciling some contradictory seismo­
logical observations that are difficult to explain in terms 
of our current state of knowledge regarding the tempera­
ture and water effects on seismic observables.

In summary, there is now abundant evidence that the 
lithospheric mantle is highly heterogeneous, both in 
composition and structure. Although single‐data or 
stand‐alone approaches have been successful in providing 
the long‐wavelength pattern of lithospheric structure (see 
above), imaging the fine‐scale thermochemical structure 
of the lithosphere with geophysical techniques remains a 
challenging, yet crucial, problem. Some of the difficulties 
are technical/methodological in nature (e.g., insufficient 
computer power, inefficient algorithms, biased prior 
information, etc.) or related to incomplete/poor data (e.g., 
lack of dense high‐resolution datasets, incomplete min­
eral physics data, etc.) and are therefore amendable in 
principle. However, a significant part of the problem is 
related to its actual physical nature and thus intrinsic to 
the problem of retrieving the physical state of the Earth’s 
interior from indirect measurements (Section 10.5).
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10.4. SINGLE‐DATA AND MULTI‐OBSERVABLE 
APPROACHES

Geophysical methods used to image the lithospheric 
and upper mantle structure have improved dramatically in 
the past 30 years due to rapid advances in both computing 
power and data acquisition/processing techniques (cf. 
Romanowicz [2003], Rawlinson et  al. [2010], Liu and Gu 
[2012], Kuvshinov and Semenov [2012]). Quite naturally, 
these methods evolved largely in isolation from each other, 
each focusing on the treatment of a specific dataset. Some 
of the most common single‐data approaches used to study 
the lithosphere and upper mantle include teleseismic 
tomography (e.g., see Evans and Achauer [1993], Granet 
et  al. [1995], and Rawlinson et  al. [2006], surface‐wave 
tomography (e.g., see Pasyanos and Nyblade [2007], Yang 
et al. [2008], Fishwick et al. [2008], and Agius and Lebedev 
[2013]), gravity modeling (e.g., see Zeyen and Fernàndez 
[1994], Torne et al. [2000], Ebbing et al. [2006], Chapell and 
Kusznir [2008], Tašárová et  al. [2009]), electromagnetic 
methods (e.g., see Heinson [1999], Jones [1999], Jones et al. 
[2009a], Evans et al. [2005], Evans et al. [2011], and Meqbel 
et al. [2014]), local earthquake tomography (e.g., Aki and 
Lee [1976], Eberhart‐Phillips [1990], and Kissling et  al. 
[1994]), and receiver function studies (e.g., Yuan et  al. 
[2006], Kawakatsu et al. [2009], Rychert and Shearer [2011], 
and Kind et  al. [2012]). The first four are of particular 
relevance to us, as they are most sensitive to the shallow 
mantle structure, they offer complementary information 
and resolutions, their datasets are amenable to well‐known 
inversion/modeling methods, and they are not restricted 
to seismogenic regions (as is local earthquake tomogra­
phy). In addition, a number of studies have successfully 
combined them (in pairs) in joint inversions for crustal, 
lithospheric, and upper mantle structure in general. The 
most common example, and perhaps the most mature in 
terms of methodology, is that of joint inversion of body‐
wave and surface‐wave data (e.g., see West et al. [2004], 
Rawlinson and Fishwick [2011], and Obrebski et al. [2011]). 
However, attempts to combine magnetotelluric (MT) data 
and surface waves [Moorkamp et  al., 2010; Roux et  al., 
2011; Vozar et al., 2014], receiver functions and MT data 
[Moorkamp et al., 2007], surface waves and receiver func­
tions [Julia et  al., 2000; 2003; Tkalčić et  al., 2006], and 
gravity and body waves (e.g., see Zeyen and Achauer [1997] 
and Tiberi et al. [2003]) have also yielded promising results 
(see Section 10.4.1) and will undoubtedly become the sub­
ject of further research.

The need for combining different datasets when study­
ing the structure of the lithosphere and upper mantle is 
straightforward to understand and justify. Afonso et al. 
[2013a] recently provided an extensive discussion of the 
benefits (and difficulties) of working with multiple 
observables for this purpose. The main objective of 

inverting/modeling multiple geophysical observables is 
twofold: Firstly, we aim at minimizing the range of 
acceptable models by adding additional constraining 
data (i.e., reduce the space of valid solutions). Secondly, 
we try to gain additional information on the problem at 
hand (i.e., obtain “more comprehensive” models) by add­
ing observations with different sensitivities to different 
aspects of the problem. For instance, while short‐period 
surface‐wave data offers good resolution at shallow 
depths (where teleseismic ray paths do not cross) and 
provide information on the absolute velocity structure 
beneath the array, body‐wave data can add critical 
information on deeper features (provided the array has a 
large aperture) and improve lateral resolution [Rawlinson 
and Fishwick, 2011; Obrebski et al., 2011]. It is therefore 
not only desirable but also necessary that each new 
observable added to the inversion/modeling have a 
different sensitivity to the model parameters of interest. 
This seemingly obvious requirement is crucial when the 
uncertainties in observations are formally considered. 
Every new observable carries uncertainties that are prop­
agated to the final result (cf. Tarantola [2005]). Therefore, 
if  a new observable is added to the inversion, but its 
sensitivity is similar to or less than that of the existent 
data, the net effect could be a degradation of the results 
(uncertainty is added, but not new constraints).

10.4.1. Topography and Gravity Field Modeling

To the first order, and disregarding dynamic contribu­
tions, the elevation (i.e., topography and bathymetry) of 
the Earth’s surface is a measure of the buoyancy (average 
density) of the lithosphere [Lachenbruch and Morgan, 
1990]. Local isostasy is one of the oldest principles in 
geophysics and has been proven to be a suitable 
approximation for explaining topographic loads with 
wavelengths 100 km [Turcotte and Schubert, 2014; 
Lachenbruch and Morgan, 1990; Watts, 2011; Hasterok 
and Chapman, 2007]. According to the principle of isos­
tasy in its most popular form, all regions of the Earth 
with identical elevation must have the same buoyancy 
(mass per unit area) when referenced to a common 
compensation level. Although there is no perfect com­
pensation level in the Earth’s mantle (temperature and 
pressure disturbances associated with convective flow 
prevent its existence), it can be shown that in a mantle‐like 
fluid, surface topography is primarily controlled by tem­
perature (density) variations in the vicinity of the upper 
thermal boundary layer (i.e., lithosphere) and is relatively 
insensitive to thermal (density) anomalies below a certain 
critical isotherm [Parsons and Daly, 1983]. Therefore, 
absolute elevation can be used as a constraint to possible 
density structures within the lithosphere (e.g., see Sclater 
and Francheteau, [1970], Turcotte and Schubert [2014], 
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Lachenbruch and Morgan [1990], and Hasterok and 
Chapman [2007, 2011]). This principle is commonly 
referred to as “lithospheric” or “thermal isostasy”.

Gravity‐related observables are sensitive to subsurface 
mass anomalies, but their inversion alone for the density 
distribution within the Earth is an ill‐posed and non-
unique problem. Further constrains can be added to the 
modeling/inversion of gravity considering the tempera­
ture dependence of mantle density through thermal 
expansion. This normally involves joint modeling/inver­
sion of gravity data together with an extra observable 
directly related to thermal structure and independent 
from density variations: the surface heat flow (e.g., see 
Zeyen and Fernàndez [1994], Fullea et  al. [2007], and 
Jiménez‐Munt et al. [2010]). Unfortunately, surface heat 
flow tends to be dominated by crustal effects (e.g., radio­
genic heat production, groudwater flow, etc.), which need 
to be properly taken into account when modeling lith­
ospheric geotherms [Jaupart and Mareschal, 2011; 
Furlong and Chapman, 2013]. Also, since both topogra­
phy and gravity field observables (i.e., gravity and geoid 
anomalies, gravity gradients) depend upon the density 
distribution within the Earth, in principle they can be 
jointly modeled (e.g., see Fernàndez et  al. [2004] and 
Zeyen et al. [2005]) or inverted (e.g., see Fullea et al. [2007] 
and Kumar et al. [2014]) to obtain estimates of the lith­
ospheric structure. However, care must be taken in regions 
where large sublithospheric dynamic effects may be pre­
sent (e.g., see Hager and Richards [1989], Forte [2007], 
Afonso et al. [2008b], Khan et al. [2013], and Shan et al. 
[2014], as they can introduce systematic errors in the 
modeled lithospheric structure.

Gravity anomalies (Bouguer, free air) are typically used 
to constrain crustal densities and geometries (e.g., see 
Ebbing et  al. [2006], Chapell and Kusznir [2008], Torne 
et al. [2000], and Fullea et al. [2008]). Geoid anomalies 
are affected by mass/density anomalies over a wider range 
of depths than gravity anomalies (e.g., see Bowin [2000]). 
Therefore, appropriate wavelength filtering of the geoid 
anomaly allows studying the Earth at different scales, 
from the crust (e.g., see Doin et al. [1996] and Sandwell 
and MacKenzie [1989]) to the deep mantle (e.g., see Hager 
[1984], Ricard et  al. [1984], Forte and Mitrovica [2001], 
and Deschamps et al. [2001]). Satellite gravity data are a 
unique source of information on the density structure of 
the Earth due to its global and relatively uniform cover­
age. The recent GOCE (Gravity field and steady‐state 
Ocean Circulation Explorer) satellite mission (launched 
in 2009) included, for the first time, an on‐board three‐
axis gradiometer able to measure the Earth’s gravity 
gradients at satellite height (e.g., see Pail et  al. [2011]). 
This new type of gradiometric satellite measurement is 
more sensitive to spatial structure and directional proper­
ties of the Earth’s internal density distribution than 

classic observations on gravitational intensity (gravity 
and geoid anomalies). In contrast to terrestrial gravity 
gradients (characterized by a high‐frequency content 
related to near‐surface structures), the gradiometric 
tensor measured in the local satellite framework (255 km 
on average for GOCE) is naturally filtered, retaining the 
lithospheric and underlying mantle density signal. 
Pioneering recent studies have showed very promising 
results in imaging the Earth’s crust [Reguzzoni et  al., 
2013] and mantle density structure using this new type of 
data [Panet et al., 2014; Fullea et al., 2015], although its 
full potential is yet to be fully exploited.

10.4.2. Joint Inversions of Seismic Data

Teleseismic travel time tomography is one of the most 
widely used techniques to image the 3D velocity structure 
of the lithosphere and uppermost upper mantle (cf. Evans 
and Achauer [1993] and Rawlinson et al. [2010]). Its popu­
larity resides in the relatively low cost of passive seismic 
deployments, the high horizontal resolution (on the scale 
of tens of kilometers) that can be achieved, its applicabil­
ity to regions with no local seismicity, and the high‐
quality data that can be extracted from the array using 
cross‐correlation techniques (e.g., see VanDecar and 
Crosson [1990], Evans and Achauer [1993], and Rawlinson 
and Kennett [2008]). However, despite the many benefits 
of teleseismic travel‐time tomography, there are some 
important limitations that need to be considered when 
interpreting tomographic images obtained with this 
technique. Two of the most important limitations when 
studying the structure of the lithosphere and upper man­
tle are the lack of information on absolute velocities and 
the lack of resolution of the shallow structure beneath 
the array (cf. see Evans and Achauer [1993] and Foulger 
et al. [2013]). The first of these limitations is due to the 
fact that, in order to mitigate biases associated with 
uncertainties in source parameters (i.e., hypocenter loca­
tion and origin time) and large‐scale heterogeneities 
along the path between the source and the receiver, only 
relative travel time residuals are used in the inversion. 
As a consequence, only relative wave speeds can be recov­
ered and the actual amplitudes of the variations are 
typically underestimated. The second limitation is a con­
sequence of using teleseismic events, which results in ray 
paths that are sub‐vertical when they arrive at the array, 
resulting in poor ray crossing at shallow depths beneath 
the array.

One way to overcome (or at least minimize) these limi­
tations is to include information from surface wave data. 
Several variations of this general recipe have been used in 
the literature to obtain high‐resolution models of velocity 
structure above the mantle transition zone (e.g., see 
West  et  al. [2004], Rawlinson and Fishwick [2011], and 
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Obrebski et  al. [2011]). Phase‐velocity dispersion maps 
obtained from the combination of ambient noise tomog­
raphy with teleseismic surface wave tomography consti­
tute one of the best sources of information for retrieving 
absolute Vs values in the lithosphere and sublithospheric 
upper mantle (e.g., see Yang et  al. [2008]). The main 
advantage of this method is that while ambient noise 
tomography (ANT) provides detailed information at 
short periods (shallow levels), teleseismic earthquake 
methods such as multiple‐plane‐wave tomography pro­
vide the complementary information at longer periods 
(deep levels). The ability to recover “good" values of Vs, 
however, depends on the uncertainties associated with 
the  phase‐velocity dispersion maps generated by each 
method. The combination of surface and body wave data 
in joint inversions will likely be boosted by (1) the recent 
advances in ambient noise tomography to obtain short 
and long period phase‐velocity information, (2) the pop­
ularization/optimization of Monte Carlo approaches to 
invert for velocity structure, and (3) the rapidly growing 
seismic infrastructure and deployment of dense arrays 
around the globe (e.g., USArray, IberArray, ChinArray, 
etc.). This is an area with great (proven) potential to study 
the fine‐scale velocity structure of the lithosphere and 
upper mantle. The inclusion of surface wave overtones 
into such joint inversions provides not only better 
resolution with depth but also additional (albeit weak) 
sensitivity to the Vp structure [van Heijst and Woodhouse, 
1999]. This (information on both Vs and Vp) is parti­
cularly useful when making inferences about the thermo­
chemical structure of the Earth [cf. Khan et  al., 2011; 
Afonso et al., 2010, 2013a].

Joint inversions of  surface wave and receiver function 
(RF) data are an attractive alternative to constrain the 
velocity structure of  the first ~300 km of the Earth. 
While surface wave data provide essential constrains on 
the absolute 3D velocity structure, it cannot constrain 
simultaneously the strength and location of  shear veloc­
ity discontinuities (e.g., Moho–mantle transition). This 
problem results in velocity models with high uncertain­
ties around regions of  sharp discontinuities. RFs, on the 
other hand, are highly sensitive to velocity discontinui­
ties beneath the station, particularly to the Moho dis­
continuity, but not to the absolute velocity structure due 
to a depth–velocity trade‐off  [Ammon et  al., 1990]. 
Following the pioneering work of  Julia et al. [2000] using 
P‐wave RFs and dispersion data, many authors have suc­
cessfully used this approach to study crustal and shallow 
mantle structures (e.g., see Lawrence and Wiens [2004], 
Tkalčić et al. [2006], and Shen et al. [2013]). The exten­
sion of  this technique to constrain the whole lithospheric 
structure, however, still is in its infancy, and further 
studies are needed to show its general applicability and 
reliability. To this respect, the joint inversion of  S‐wave 

RFs and long period dispersion data represents a prom­
ising, yet understudied, approach. The advantage of 
using S‐wave RFs is that deeper signals associated with 
LAB structure are less susceptible to contamination by 
crustal and deeper reverberations [Yuan et  al., 2006], 
which constitute a major difficulty when working with 
P‐wave RFs (cf. Kind et al. [2012] and Chen et al. [2009]). 
Despite this advantage, S‐waves usually have a larger 
noise–signal ratio than P‐waves and are characterized by 
lower frequencies (due to stronger attenuation at higher 
frequencies). Therefore, S‐wave RFs are not well suited 
to resolve details about the crustal structure beneath 
the  station. Therefore, while the use of  S or P‐wave 
RFs in joint inversions is dependent on the goals of  the 
study, the joint inversion of  S and P‐wave RFs with sur­
face wave data is an attractive possibility that holds 
some potential to obtain detailed seismic images of  the 
lithosphere.

10.4.3. Joint Inversions of Electromagnetic (EM) 
and Seismic Data

Traditionally, deep EM studies have used time series of 
the magnetic field variations recorded on the global 
network of geomagnetic observatories to infer the Earth’s 
electrical conductivity. 1D geomagnetic deep soundings 
and horizontal spatial gradient studies [e.g., Fuji and 
Schultz, 2002; Olsen, 1999] and 3D inversion of geomag­
netic observatory data [e.g., Kelbert et al., 2009; Tarits and 
Mandea, 2010; Semenov and Kuvshinov, 2012] constrain 
the conductivity distribution in the mantle in the depth 
range 400–1600 km (i.e., periods of few days to few 
months). Long‐period magnetotelluric (MT) responses 
(magnetic plus horizontal electric field component) cover 
complementary periods up to few days, sampling upper 
mantle depths (<400 km). However, high‐quality long‐
period MT data (periods <10 days) are difficult to obtain 
due to technical and intrinsic limitations of the method 
[Shimizu et al., 2010]. On top of that, the biggest limitation 
of observatory data is their poor coverage of the Earth’s 
surface (sparse distribution over continents and almost 
nothing over oceans) that severely hampers the robustness 
and accuracy of global EM models. Satellite measure­
ments represent an attractive alternative to the sparse 
terrestrial observatory data, providing high‐precision and 
high‐resolution magnetic field measurements with uni­
form global coverage (e.g., see Sabaka et al. [2004] and 
Olsen et  al. [2013]). Recent advances in global 3D EM 
(spherical) forward modeling, the increasing availability 
of computational resources, and satellite data have made 
it possible to obtain a new generation of global electrical 
conductivity models of the mantle. Electromagnetic 
perturbations of ionospheric source (Sq) derived from 
satellite data are sensitive to the lithosphere–uppermost 
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mantle conductivity structure (depth: 100–400 km; cf. 
Koch and Kuvshinov [2013]). The conductivity structure in 
the lower mantle can be derived from the inversion of 
time series of internal (induced) and external (inducing) 
spherical harmonic expansion coefficients related to 
disturbed storm‐time variations of magnetospheric ring 
current origin (Dst) (time and frequency approaches; cf. 
Velimskỳ [2013] and Püthe and Kuvshinov [2014]). A com­
mon caveat associated with most EM inversions is that 
while they predict perfectly valid resistivity models, these 
models are not necessarily directly related to the actual 
thermochemical structure inside the Earth due to resolu­
tion and uncertainty issues. For example, although for a 
1D Earth there exists a uniqueness theorem for perfect 
data at all frequencies [Bailey, 1970], data insufficiency 
and inaccuracy lead to highly nonlinear resolution of 
model parameters. In particular, the true resistivity of a 
resistive layer or region beneath a more conducting one is 
very difficult to resolve due to the screening effect of the 
upper layer. Thus, only a lower bound on the resistivity of 
the mantle directly below the crust can usually be set 
[Jones, 1999].

More than 15 years ago, Jones [1998] showed a variety 
of examples where joint interpretation of collocated 
seismic and magnetotelluric (MT) measurements led to 
more robust inferences about structures and processes 
within the lithosphere, partially mitigating the inherent 
uncertainties associated with EM inversion. Since then 
there has been a steady, but relatively small, number of 
studies that formally make use of both datasets (e.g., see 
Snyder et al. [2004], Jones et al. [2009b], Jones [1998] and 
McGary et  al. [2014]). New interdisciplinary initiatives 
such as Earthscope [Meltzer, 2003] provide ample oppor­
tunity for more formal combinations of seismic and elec­
tromagnetic measurements.

So far, there have been successful examples of joint 
modeling (see below), and the widespread use of struc­
tural constraints (see Chapter 4) utilized in near‐surface 
(Chapter 7), mining (Chapter 8), and hydrocarbon appli­
cations (Chapter 9) demonstrates that it is possible to 
generate useful joint inversion results even without pre­
cise knowledge of the physical properties of the different 
minerals. In the following we will give an overview of the 
first attempts that have been made to combine MT and 
seismic data to study the lithosphere–asthenosphere 
system. We will focus on quantitative approaches that 
move beyond simple comparisons of images. These 
include both simultaneous joint inversion and modeling 
as well as structural classification based on independent 
inversions.

To the best of  our knowledge, the only joint inversion 
study of  MT and seismic data with real data that focuses 
on the structure of  the crust, and that has not been 
covered in any of  the other chapters, has recently been 

published by Bennington et  al. [2015]. These authors 
combine double‐difference tomography [Zhang and 
Thurber, 2003] with a 2D MT modeling algorithm based 
on OCCAM2D [Constable et al., 1987]. To couple veloc­
ity and conductivity they use a modified version of  the 
cross‐gradient constraint they call the “normalized 
cross‐gradient” where they normalize the components of 
the gradient by the total length of  the gradient vector 
before calculating the cross product. This normalization 
enhances the influence of  regions in the model where one 
or both of  the gradients in velocity and conductivity are 
small. Their synthetic tests with realistic acquisition 
geometries and noise comparable with field data demon­
strate that the joint inversion produces significantly 
better results even though it might not be visually obvi­
ous at first glance. Similarly, the overall appearance of 
the individual inversion results and the joint inversion 
results is quite similar.

Bedrosian et  al. [2007] outline a possible strategy for 
identifying lithological variations across a fault zone 
based on a post‐inversion structural classification of 
resistivity and velocity models. Some of the technical 
details of their approach are discussed in Chapter 5. Even 
though the two models have been obtained independently 
and thus similarity between the models has not been 
enforced in the inversion, they demonstrate that their 
method produces spatially coherent clusters that corre­
spond to known and assumed geological formations. 
Compared to a full joint inversion of the seismic and 
MT data, the advantage of the post‐inversion approach is 
that it can be applied to models generated by different 
researchers at different times. Also, different classifica­
tion approaches could be used without having to modify 
the existing inversion algorithms. A potential disadvantage 
compared to joint inversion is that there is no exchange 
of information on structural boundaries. In some cases 
this could result in overly blurry boundaries between dif­
ferent lithological classes. For the results presented by 
Bedrosian et al. [2007], however, this does not seem to be 
a major issue.

Most studies combining seismic and MT data in a joint 
inversion and looking at the whole lithosphere and the 
asthenosphere are based on the methodology described 
in Moorkamp et al. [2007, 2010] and are limited to simple 
one‐dimensional geometries. Moorkamp et  al. [2010] 
invert magnetotellurics, receiver functions, and surface 
wave dispersion data to determine conductivities, shear 
wave velocities, and layer thicknesses for a layered Earth 
(Figure  10.4). In Figure  10.4 we can see how the layer 
interfaces for the electric and seismic model coincide for 
each site as coincident layer interfaces couple the electric 
and seismic parameters. For this type of approach, this is 
an essential step to ensure adequate coupling. If  there are 
too few layers, it is not possible to explain both datasets 
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simultaneously. If  there are too many layer, there is 
no  coupling between the seismic and electromagnetic 
methods.

Roux et al. [2011] show an extension of  the approach 
discussed above to 1D anisotropic structures. The moti­
vation for developing this approach was the observa­
tion of  coincident directions of  anisotropy at similar 
depths in independently generated surface wave 
[Lebedev et  al., 2007] and MT [Gatzemeier and 
Moorkamp, 2005] models. Thus one of  the aims of  this 
study was to quantitatively investigate the hypothesis 
that the directions and depth ranges of  the electric and 
seismic anisotropy can be modelled as coincident within 
the resolution of  the data. This is one of  the predictions 
made by the hydrogen diffusion argument [Gatzemeier 
and Tommasi, 2006] sometimes employed to explain 
electrical anisotropy in the asthenosphere (e.g., see Poe 
et al. [2010] and Dai and Karato [2014]). The joint inver­
sion results agree with this hypothesis and retrieve two 
main regions of  anisotropy. The resistivities in the 
asthenosphere differ by a factor of  ten between  
the most conductive and most resistive direction. This 
is one order of  magnitude lower than the previously 
inferred factor of  100 [Gatzemeier and Moorkamp, 
2005] and agrees with the values expected from hydro­
gen diffusion [Simpson and Tommasi, 2005]. A  subse­
quent study by Mandolesi and Jones [2014] using MT 
inversion constrained by a seismic model yields slightly 
different results, but confirms the essential conclusions 
of  an anisotropic asthenosphere.

The above discussion has illustrated some of the 
strengths, but also some severe limitations of joint inver­
sion of EM and seismic data for the crust and mantle 
structure in its current form. Structural constraints can 
be employed, as a priori information, to retrieve coinci­
dent structures (i.e., electrical conductivity and seismic 
velocity) under general assumptions as a first‐order esti­
mate. The more powerful, but also more computationally 
restrictive, geophysical–petrological approach is based 
on  the experimental and thermodynamic relationship 
between physical properties of rocks (seismic, electric) 
and the subsurface thermochemical structure (e.g., see 
Fullea et al. [2011], Khan and Shankland [2012], and Vozar 
et  al. [2014]). The electrical conductivity of the major 
upper mantle mineral phases (e.g., olivine, pyroxenes, 
garnet) can be described as an activated process in a 
semiconductor and, therefore, characterized by an 
Arrhenius‐type power law. The conduction mechanism 
changes at around 1300–1500°C from small polaron at 
T < 1300°C to ionic conduction. The bulk or whole rock 
conductivity can be determined according to the indiv­
idual contribution of its mineral phase constituents 
(including the presence of interconnected amounts of 
water and melt) using an appropriate mixing theory (e.g., 
see Xu et al. [2000], Ledo and Jones [2005], Fullea et al. 
[2011],and Khan and Shankland [2012]). In order to model 
consistent amounts of water in the mantle, it is important 
to constrain, based on laboratory studies, (i) the water 
storage capacity or solubility for the major mineral 
phases and (ii) the partition coefficient or solubility ratio 
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Figure 10.4  Comparison of the joint inversion results for the Kaapvaal Craton (dashed line) and the Slave Craton 
(solid line). We show resistivity on the left and velocity on the right‐hand side. The results for the Slave Craton 
show a clear lithosphere–asthenosphere boundary (LAB) and a mantle conductor (CSMC) associated with a low‐
velocity zone. The Kaapvaal Craton shows some similar features; however, their expression is less pronounced, 
possibly because of lower data quality.
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of water for the different minerals. The solubility reflects 
the maximum possible water content that a mineral, or an 
assemblage of minerals, can accommodate within their 
structures without saturating or producing a water‐rich 
fluid or hydrous melt at a given pressure, temperature, 
and composition (e.g., see Mierdel et al. [2007] and Ferot 
and Bolfan‐Casanova [2012]). The partition coefficients 
characterize the relative proportion of water among the 
different phases in the assemblage (e.g., see Dai and 
Karato [2009], Ferot and Bolfan‐Casanova [2012], and 
Novella et  al. [2014]). Values for partition coefficients 
estimated from measurements in natural samples (e.g., 
see Kovács et al. [2012] and Grant et al. [2007]) and labo­
ratory studies (e.g., see Dai and Karato [2009], Aubaud 
et al. [2004, 2008], and Kovács et al. [2012]) show consid­
erable variability. Experimental studies also show, with 
considerable scatter in the values, a significant variation 
(up to two orders of magnitude) of partition coefficients 
with variations in temperature (e.g., see Dai and Karato 
[2009]), pressure (e.g., see Novella et al. [2014]) and water 
content (e.g., see Dai and Karato [2009]).

In contrast to seismic velocities, which are mostly sensi­
tive to bulk physical properties, electrical conductivity is 
strongly affected by interconnected minor constituents 
(e.g., water, volatiles, or melt) with a large influence on the 
rheological–dynamic behavior of the Earth. The effect of 
water, in particular, is a matter of heated debate (e.g., see 
Karato [2011] and Dai and Karato [2014]), with estimates 
of its distribution within nominally anhydrous magne­
sium‐silicate mantle minerals (NAMs) also uncertain  
(e.g. see Jones et al. [2012]). In spite of  their characteri­
zation as anhydrous, NAMs (e.g., olivine, wadsleyite, 
ringwoodite, pyroxenes) can host significant amounts of 
(structurally bounded) water in their crystal structure 
based on experimental solubility studies (e.g., see Bolfan‐
Casanova et al. [2000]).

Vozar et al.’s [2014] 1D joint modeling of long‐period 
surface‐wave phase velocities, MT responses and surface 
topography in central Tibet (Qiangtang and Lhasa 
terranes) is based on a self‐consistent petrological–
geophysical thermodynamic framework where mantle 
properties are calculated as a function of temperature, 
pressure, and composition. Long‐period surface‐wave 
phase velocities are most sensitive to seismic wave speeds 
and, through them, to temperature within the lithosphere 
and sublithospheric mantle. In contrast, surface waves 
are only weakly sensitive to small amounts of water, 
which has a large impact in MT data along with tempera­
ture. Surface topography senses the average lithospheric 
density distribution, the latter being affected by the 
geotherm and bulk composition. In the northern 
Qiangtang terrane, these authors find a dry 80-120‐km‐
thick lithosphere associated with a relatively fertile 
composition (garnet lherzolite), as commonly present in 
Asian mantle xenolith data (Figure 10.5). In contrast, in 

the southern Lhasa terrane, the LAB depth is about  
180 km, with an additional requirement of a moderate 
amount of water in the lithospheric mantle (<0.02 ppm 
wt%). The mantle composition modeled in Lhasa is 
compatible with phlogopite‐bearing Fe‐rich spinel harz­
burgite rocks from xenoliths erupted in West Lhasa, 
suggesting metasomatism (e.g., Fe‐enrichment of a previ­
ously depleted mantle) and rehydration as evidenced by 
the hydrous mineral phases [Vozar et al., 2014]. The com­
plementary sensitivities of the different data types 
modeled by Vozar et al. [2014] allows putting tight con­
straints on the thermochemical structure and hydrous 
state of the lithosphere, overcoming the limitations, 
restrictions, and inconsistencies of separate modeling of 
the different datasets.

The current 1D joint approaches integrating EM and 
seismic datasets can only capture a crude picture of the 
true structure of the Earth’s subsurface. Although valid 
under some conditions, the assumption of a layered Earth 
is less appropriate in areas where large lateral heterogene­
ity plays an important role. This dimensional limitation 
will be overcome once 3D joint inversion approaches on 
this scale become available. Significant efforts have been 
devoted to connect EM and other geophysical datasets 
with the subsurface thermochemical structure (e.g., see 
Fullea et al. [2011], Jones et al. [2012], Khan and Shankland 
[2012], Koyama et al. [2014], Vozar et al. [2014], Khan et al. 
[2015], and Koyama et al. [2014]), yet a full 3D joint inver­
sion and/or modeling of global EM data—in particular, 
new satellite magnetic data with global and uniform 
coverage—for the thermochemical structure in the litho­
sphere is still to come. Combining a thermochemical/
experimental EM approach with other geophysical tech­
niques in a relatively mature state (e.g., seismic, gravity 
field modeling/inversion), exploiting complementary sen­
sitivities, is an important strand of research that will likely 
receive attention in the near future.

10.4.4. Integrated Modeling

Most of the preceding methods can be called “classic” 
or “traditional” in the sense that their main objective is to 
construct models of the distribution and magnitude of 
physical parameters inside the Earth, such as wave veloc­
ity, electrical conductivity, wave attenuation and bulk 
density, which are then used to make a posteriori (indirect) 
inferences about the physical state of the Earth’s interior 
(i.e., temperature, pressure, composition). We refer to 
these methods as “parametric methods”. Unfortunately, 
the interpretation of these parameters in terms of the 
physical state of the Earth’s interior is often contentious 
and ambiguous. Indeed, this remains a major stumbling 
block in understanding exactly what is being imaged with 
tomography methods and what is the real geological sig­
nificance of the imaged boundaries and 3D architecture 
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(e.g., see Afonso et  al. [2010, 2013a,b], Foulger et  al. 
[2013], Becker [2012], and Khan et al. [2015]). In a strict 
sense, however, there is no real pressing need for knowing 
the distribution of, for example, wave velocity or electrical 
conductivity inside the Earth. What we ultimately require 
is the thermochemical structure of the planet, as this con­
trols important near‐surface processes (e.g., seismicity, 
magma emplacement, mineralization events, etc.), the 
expression of most geophysical observables (e.g., gravity, 
travel times, etc.), and the behavior and evolution of tec­
tonic plates (e.g., plate velocity, strain partitioning, etc.).

An integrated approach specifically designed for for­
ward thermochemical modeling of the lithosphere and 
uppermost mantle, including most available geophysical–
petrological constraints, is represented by the LitMod 
suite [Afonso et al., 2008a; Fullea et al., 2009]. The LitMod 
suite is a set of 1D, 2D, and 3D self‐consistent and inter­
active codes where all relevant mantle properties (e.g., 
density, electrical conductivity and seismic velocities) are 
functions of temperature, pressure, and bulk composition 
and obtained by Gibbs free energy minimization (e.g., 
Connolly [2009]) using well‐known thermodynamic 
formalisms and internally consistent databases (e.g., see 
Stixrude and Lithgow‐Bertelloni [2005, 2011] and Holland 
and Powell [2011]. These codes solve all the required 
forward problems (e.g., heat transfer, geopotential, 
electromagnetic, etc.) allowing to simultaneously fit 

multiple geophysical observations (e.g., elevation, heat 
flow, gravity potential fields, seismic and magnetotelluric 
data). When available, petrological data (e.g., amount of 
partial melting, compositional data from xenoliths, etc.) 
can be input into the model as well. Besides allowing for a 
better control of the lateral and vertical variations of the 
bulk properties, this method reduces the uncertainties 
associated with fitting each observable alone or in pairs, as 
commonly done in the literature, and explicitly considers 
modal (mineral volume fractions) and mineral composi­
tional effects, complex solid–solid mineral phase transi­
tions (and their associated entropy and latent heat 
changes), hydration effects/state, and, in some cases, 
melting. The reader is referred to Afonso et al. [2008a] and 
Fullea et  al. [2009] for further details. This integrated 
forward methodology has been successfully applied to 
produce models of the lithosphere at a regional scale in 
different tectonic scenarios, from young Phanerozoic 
active zones (e.g., see Fullea et al. [2010], Gradmann et al., 
[2013], Carballo et al. [2015], Vozar et al. [2014], and Pedreira 
et al. [2015]) to old cratonic areas (e.g., see Fernàndez et al. 
[2010] and Fullea et al. [2011]) (Figure 10.6). As an exam­
ple of a recent application of this approach, we refer to 
the study of Gradmann et al. [2013]. These authors stud­
ied the southwestern Fennoscandian thermochemical 
lithospheric structure using observed seismic velocities, 
gravity anomalies and topography data. Their results 
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confirmed that the topography in the Scandinavian orogen 
is isostatically compensated, in absence of a significant 
crustal root, by lateral changes in the lower crust and 
lithospheric mantle structure. They also showed that (i) a 
step‐like increase in lithosphere thickness exists from 
southern Norway towards Sweden and (ii) a chemical 
change from fertile Phanerozoic mantle in southern 
Norway to a more depleted Proterozoic composition 
exists beneath southern Sweden (Figure 10.6). This lateral 
transition zone roughly separates Meso‐ to Neo‐
Proterozoic and Palaeo‐Proterozoic tectonothermal 
domains, delineating the long‐lived edge of the Baltic cra­
ton and the Fennoscandia domain. A somewhat similar 
methodology has been more recently introduced by Kaban 
et al. [2014] and Tesauro et al. [2014] and used to study the 
North American lithosphere.

10.5. THERMOCHEMICAL STRUCTURE FROM 
MULTI‐OBSERVABLE PROBABILISTIC METHODS

The modeling approaches described in the previous 
section can provide useful first‐order information on the 
thermochemical structure of the lithosphere provided 
enough information is available to the modeler. However, 

such methods are not well prepared to deal with one or 
more of the following problems:

1. Strong nonlinearity of the system. Traditional line­
arized inversions do not generally provide reliable 
estimates of the thermochemical structure of the Earth.

2. The temperature effect on geophysical observables is 
in most cases greater than the compositional effect; there­
fore the latter is significantly more difficult to isolate.

3. Nonuniqueness of the compositional field. Different 
compositions can fit equally well seismic and potential 
field observations (Figure 10.7).

4. Strong correlations between physical parameters and 
geophysical observables complicate the inversion proce­
dure and their effects are poorly understood.

5. Trade‐off  between temperature and composition in 
wave speeds.

6. Uncertainties affecting the results are difficult to 
estimate.

Taking into account all these considerations, a robust 
characterisation of the 3D thermochemical structure of 
the upper mantle would require six basic ingredients:

•• Representative and general a priori information on 
compositional space. Given that the problem of retrieving 
a single composition from geophysical information has 
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no unique solution [Afonso et  al., 2013a], the role of a 
priori information is critical. This prior information 
should be general enough to cover the entire spectrum of 
observed/expected bulk compositions in mantle perido­
tites, from fertile (or refertilized) lithospheric mantle to 
highly depleted harzburgites and dunites.

•• Thermodynamic consistency between thermal and 
compositional parameters. This means that parameters 
such as bulk density, bulk modulus, or shear‐wave velocity 
are not free to vary independently, but are linked together 
by the fundamental laws of thermodynamics; the only 
independent variables in the system are temperature, 
pressure, and composition. This guarantees that no viola­
tion of thermodynamic principles will occur during the 
modeling or inversion (something that is impossible when 
using assumed ratios such as ρ/Vs; e.g., see Forte [2007] 
and Simmons et al. [2010]).

•• Internal consistency between observables and the 
thermochemical state of the mantle. This means that all 
calculated observables (e.g., dispersion curves, travel 
times, etc.) are only and ultimately dependent on temper­
ature, pressure, and composition (the governing inde­
pendent variables) while being linked together by robust 
and sound (typically nonlinear) physical theories. This 
guarantees that a local change in properties such as 
density or Vs, which may be required to improve the fit­
ting of a particular observable, will be also reflected in all 
other observables in a consistent manner. It also implies 
that no linearity between observables needs to be 
assumed; each observable responds according to its own 
governing physical theory (e.g., sound propagation).

•• The use of multiple observables, each sensitive to 
different aspects of the problem. This minimizes the 
range of acceptable models by increasing the number of 
constraining datasets. This requires that each observable 
has a different sensitivity to the main parameters (T, P, 
composition). This seemingly obvious requirement is 
crucial when the uncertainties in observations are consid­
ered. Every new observable carries uncertainties that are 
propagated to the final result. Therefore, if  a new observ­
able is added to the inversion, but its sensitivity is equal to 
or less than other previous observables, the net effect 
could be a degradation of the results.

•• Representative estimation of uncertainties, preferably 
as full posterior probability density functions. This is 
critical when working with different datasets subject to 
different uncertainties (both in nature and magnitude). In 
this context, probabilistic methods provide a natural way 
to deal with both theoretical/methodological and observa­
tional uncertainties into the inversion problem. The final 
posterior distribution (i.e., result of the inversion) is in 
itself  a measure of the uncertainties affecting the results.

•• Generality and objectivity. This requirement ensures 
the inverse framework is applicable to a large number of 

scenarios (e.g., different tectonic settings, different 
terrestrial bodies) and to a multitude of data with the 
minimum (necessary) input of subjective information.

A number of recent efforts have focused on developing 
methods honoring these ingredients and capable of 
directly inverting geophysical, geochemical, and/or geo­
detic data sets for the fundamental thermodynamic vari­
ables inside the Earth, namely temperature, pressure, and 
composition [Khan et al., 2009, 2011; Kuskov et al., 2011, 
2014; Afonso et  al., 2013a,b, 2014]. One approach that 
holds great promise for obtaining reliable images of the 
temperature and compositional structure of the litho­
sphere and upper mantle is based on the joint inversion 
of multiple datasets within a probabilistic (Bayesian) 
framework. In the past 20 years, Bayesian methods 
applied to inverse problems have become standard and 
powerful tools in geophysics, and many review papers 
and textbooks are now available on the subject (cf. 
Mosegaard [1998], Bosch [1999], Mosegaard and Tarantola 
[1995], Mosegaard and Sambridge [2002], Tarantola [2005], 
Idier [2008], Biegler et al. [2011]). Khan et al. [2009, 2011] 
and Afonso et al. [2013a,b] provide detailed discussions 
on the advantages of probabilistic over traditional 
(nonprobabilistic) inversion methods when studying the 
thermochemical structure of the mantle. In addition, 
probabilistic methods can easily deal with multiscale 
parameterizations (multiple resolutions) needed to simul­
taneously invert datasets of different nature, and they 
allow to work with realistic (complex) Earth models. 
When combined with robust thermodynamic formalisms 
(e.g., see Stixrude and Lithgow‐Bertelloni [2005] and 
Ganguly et al. [2009]) to solve the forward problems (i.e., 
prediction of observables), probabilistic methods offer 
the most general, and arguably the best, solution to invert 
for possible compositional structures within the upper 
mantle. On the downside, probabilistic inversion methods 
rely on long Markov Chain Monte Carlo (MCMC) simu­
lations, in which the forward problems are solved typically 
on the order of 104 to 108 times, making them much more 
time‐consuming and computationally expensive than tra­
ditional matrix‐based methods.

In order to relate seismic structure to the actual/absolute 
physical state of the lithosphere and upper mantle using 
thermodynamic formalisms (i.e., absolute temperature, 
bulk composition, etc.), we need information on absolute 
rather than relative wave speeds. Thus, surface wave 
tomography seems to be more adequate to this end than 
teleseismic tomography. In this context, phase–velocity 
dispersion maps obtained from the combination of ambi­
ent noise tomography with teleseismic surface wave 
tomography constitute one of the best sources of infor­
mation for retrieving absolute Vs values in the lithosphere 
and sublithospheric upper mantle (see Section  10.4.2). 
The recent extension of ambient noise techniques to 
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obtain long‐period (up to 150 sec) dispersion maps [Yang, 
2014] bypasses the need to complement short‐period 
ambient noise dispersion data with teleseismic earth­
quake data and represents a potentially excellent source 
of absolute Vs values at lithospheric depths. However, 
surface wave data from fundamental mode observations 
are not sensitive to structure at depths below ~300 km 
and their lateral resolution is poorer than body wave data 
(in dense arrays). Although the inclusion of overtones 
can in principle increase the sensitivity of surface waves 
to deeper structure (e.g., see van Heijst and Woodhouse 
[1999], Visser et al. [2008], Khan et al. [2011], and Schaeffer 
and Levedev [2013]), the limited lateral resolution remains 
an issue in regional studies.

A number of authors have combined the individual 
strengths of surface wave and body wave teleseismic data 
to map the absolute velocity structure of the upper man­
tle (e.g., see West et  al. [2004], Rawlinson and Fishwick 
[2011], and Obrebski et  al. [2011]. Similarly, teleseismic 
tomography and surface wave tomography can be 
combined under a thermodynamically constrained prob­
abilistic inversion scheme to obtain direct estimates of 
the temperature and compositional structure of the litho­
sphere and upper mantle. In this approach, Vp, Vs, and 
bulk density are linked through sound thermodynamic 
relationships, and therefore any Vs structure used to fit, 
for example, dispersion data has an equivalent and 
thermodynamically consistent Vp structure that can be 
used to solve the P‐wave teleseismic problem (accounting 
for frequency‐dependent attenuation). Given the time 
involved in computing teleseismic travel times in a 3D 
volume (a nonlinear problem), the implementation of 
grid‐based eikonal solvers within probabilistic inversions 
is challenging. Afonso et al. [2014] have recently tackled 
this problem with a strategy that, albeit simple, provides 
reliable results. The authors do not solve the nonlinear 
problem at every step of the MCMC random walk, but 
only every n predefined steps instead. In between these n 
nonlinear solutions, travel‐time residuals are computed 
by a simple integration of slowness along each fixed ray 
path. This locally linear approximation therefore assumes 
that the ray‐path geometry is independent of the actual 
velocity structure. This is a reasonable approximation for 
teleseismic paths as long as the model does not change 
significantly between each nonlinear step. Moreover, by 
updating the paths every n steps as the inversion proceeds, 
the nonlinear behavior of the system is ultimately explic­
itly considered. The choice of n depends on the region 
under study, and it can be chosen based on preliminary 
tests [Afonso et al., 2014]. One difficulty associated with 
this approach is the assumption of a spherically symmet­
ric Earth outside the target volume. Several studies have 
shown that heterogeneities in the lower mantle and 
transition zone can affect the amplitude of the velocity 

anomalies in standard regional tomography methods 
(e.g., see Masson and Trampert [1997], Bijwaard et  al. 
[1998], and Zhao et al. [2013]). However, the general pat­
tern of anomalies is not significantly affected [Zhao et al., 
2013]. Since the method in Afonso et al. [2014] does not 
rely on recovered amplitudes, it is unclear whether the 
improvement that would be gained by considering a 
global velocity model outside the target volume justifies 
the significant increase in computational time. Further 
tests are needed to evaluate this possibility.

An important difficulty that needs to be emphasized 
when estimating temperature and composition in the 
mantle is the fact that no unique composition can be 
generally found; an entire population of compositions can 
generally fit the data equally well. This is neither related to 
the primitive uncertainties associated with the datasets 
nor related to the theoretical uncertainties affecting for­
ward solvers. It is an intrinsic feature displayed by mantle 
rocks/minerals [Afonso et al., 2013a]. This is illustrated in 
Figure  10.7, which shows the results of an extensive 
parameter space search using the Neighbourhood 
Algorithm of Sambridge [1999]. The search is guided by a 
simple (L1) misfit function of the form

	 misfit p o p o p oVp Vp Vs Vs ,	 (10.1)

where the superscripts p and o refer to “predicted/
theoretical” and “observed/true,” respectively, and |⋅⋅⋅| 
brackets indicate absolute values. Predicted values of bulk 
density and sound velocities are computed at T = 900°C, 
P = 1.2 GPa by energy minimization [Connolly, 2009] 
following the thermodynamic formalism of Stixrude and 
Lithgow‐Bertelloni [2005] and the thermodynamic data­
base of Xu et  al. [2008]. For all practical purposes, all 
samples in black are characterized by identical bulk ρ, 
Vp, and Vs, and therefore they explain the original data 
equally well. Note that this example represents the best 
possible scenario, where we have true values of the actual 
physical parameters. In a real case scenario, however, we 
would have to invert real data (e.g., gravity anomalies, 
travel times, etc.) subject to observational uncertainties, 
which would further expand the space of valid solutions.

The example above highlights the critical role of a 
priori information on the compositional space. Two 
common approaches to reducing the population of valid 
solutions are either assigning tighter bounds to the com­
positional space or working with a linear combination of 
basaltic and harzburgitic/dunitic end‐member compo­
nents to represent the fertile‐depleted trend of peridotites. 
The first option usually uses local xenolith information 
(e.g., see James et al. [2004], Roy et al. [2005], and Fullea 
et al. [2010]) or empirical correlations between the age of 
the overlying crust and the composition of the lith­
ospheric mantle (e.g., see Carballo et  al. [2015]). While 
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practical and convenient, this approach also represents a 
highly subjective option that cannot be used to explore 
the compositional heterogeneity of the lithospheric man­
tle. The second option constitutes a more general 
approach, especially in large‐scale studies (e.g., see Khan 
et al. [2011] and Ritsema et al. [2009]), but it still leaves a 
large portion of the naturally occurring compositional 
variability unrepresented (Figure  10.3). One way of 
including a priori compositional information into multi‐
observable inversions without compromising generality 
and representativeness has been presented in Afonso et al. 
[2013a]. The approach is based on a large database of 
natural and well‐studied mantle samples (from xenoliths, 
abyssal peridotites, ophiolites, etc.) and on robust corre­
lations between major oxides. This database is used to 
derive multidimensional probability density functions in 
the “peridotitic” compositional space that describe the 
natural variability observed in samples from many differ­
ent tectonic settings (Figure 10.3). However, other minor 
mantle lithologies such as eclogites and pyroxenites were 
not included explicitly as part of the a priori PDFs used 
in Afonso et  al. [2013a], and therefore its application is 
strictly valid if  the assumption of an upper mantle 
dominated by peridotite holds true. If  large amounts of 
basaltic or eclogitic material are present as mechanically 
and chemically independent lithologies (e.g., see Xu et al. 
[2008], Khan et al. [2011], and Ritsema et al. [2009]), the above 
approach should be extended to include these lithologies. 
However, more work towards subjecting the mixture 
hypothesis to rigorous tests (using multiple geophysical 
observables), as well as to geochemical/geodynamic 
arguments, is still needed.

10.6. THE PROMISING FUTURE

The last 20 years have witnessed an outstanding 
increase in both the amount and quality of geophysical 
data pertinent to the lithosphere and upper mantle. The 
data and images obtained with dense broadband arrays 
such as USArray, ChinaArray, and IberArray have clearly 
demonstrated their value and effectiveness in character­
izing the fine‐scale structure of the lithosphere and upper 
mantle. Although difficult to predict, the deployment of 
such arrays in other regions of the world surely will 
become more common in the near future. Likewise, satel­
lite missions are providing cost‐effective global databases 
of the topography, magnetic, and gravity fields with ever‐
increasing resolution and accuracy. The gradiometric and 
magnetic measurements provided by the ESA GOCE and 
Swarm missions represent a recent example of the utility 
and potential of global satellite data in studying the 
lithosphere [e.g. Bouman et al., 2013; Fullea et al., 2015]. 
Dense magnetotelluric arrays, often coincident with 
seismic broadband arrays (e.g., USArray, IberArray) are 

also becoming more popular (e.g., see Meqbel et  al. 
[2014], Dong et al. [2011], and Stolz [2013]), and this is a 
trend likely to continue.

Taking full advantage of all these datasets (and others 
not mentioned, e.g., GPS, A-DInSAR surface motion) 
requires methods capable of inverting/modeling multiple 
observables, with different resolutions and sensitivities to 
different features of the Earth’s interior. We have argued 
in this chapter that probabilistic methods offer a viable, 
and perhaps the best, approach to inverting multiple 
datasets for the physical state of the lithosphere and upper 
mantle. However, multi‐observable probabilistic inver­
sions still is a relatively understudied field, and a number 
of conceptual and technical difficulties remain to be 
addressed and circumvented. For instance, a realistic and 
formal treatment of both observational and theoretical 
uncertainties is challenging, yet critical (e.g., Afonso et al. 
[2013a,b], Fournier et  al. [2013], and Rawlinson et  al. 
[2014]). Also, more efficient and robust parallel MCMC 
algorithms to jointly invert massive multiple datasets will 
be needed. In this context, working with significantly 
different forward problems (different resolutions and 
sensitivities) that cannot be related to each other using a 
unique physical theory can create conflict between predic­
tions that may be difficult to reconcile. In other words, 
while one observable guides the solution towards one set 
of model parameters, another observable points towards 
a different set. Although this can create an internal conflict 
that poses a serious challenge to the modeler as well as to 
common MCMC optimization algorithms, the fact that 
the inversion gives conflicting solutions does not necessar­
ily mean that the observables have an intrinsic conflicting 
nature. At least in some cases, this conflicting behavior is 
rooted in the parameterization/design of our forward 
models. Therefore, the detection of such inconsistencies 
can inform the user about aspects of the model that are 
not well understood or dealt with, which in itself  repre­
sents a gain of information. Regardless of whether the 
inconsistency lies in the design of the forward problem (or 
model) or in the nature of the observables, the problem is 
typically exacerbated when single‐objective MCMC algo­
rithms are used. Strictly, multiobservable inversion is a 
multiobjective or vector optimization problem (cf. Marler 
and Arora [2004]) and standard scalarization (or weighted‐
sum) single‐objective approaches, typically used in geo­
physics, are not guaranteed to offer a good sampling of 
the complete pareto‐optimal set (e.g., see Das and Dennis 
[1998] and Marler and Arora [2004]). The latter is an impor­
tant ingredient of multiobjective optimization that pro­
vides critical and systematic information on the trade‐offs 
between model parameters and the multiobjective func­
tions used in the inversion. Moreover, the selection of 
weights to form the single‐objective (or misfit) function is 
typically problem‐dependent and involves a great deal of 
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calibration and subjective input by the modeler. This can 
make the inversion process inefficient. However, an explo­
ration of full multiobjective methods in the context of 
multiobservable inversions for the physical state of the 
Earth is not only nonexistent, but also beyond the scope 
of the present paper. We leave this issue for future work.

Working under a scheme that allows taking full advan­
tage of complex forward problems is also important to 
move towards a more holistic approach to imaging the 
Earth’s interior. Clearly, the generation of thermophysi­
cal models that are simultaneously constrained by multi­
ple geophysical and geodynamic observables would bring 
a qualitative leap in our understanding of the nature and 
evolution of the lithosphere, its interaction with the sub­
lithospheric mantle, and the driving forces responsible for 
plate motion. Several approaches have been proposed for 
solving the joint geodynamic‐gravity‐seismic inversion/
modeling problem; all of them are intended for low‐
resolution, large‐scale models (e.g., see Forte [2007], Forte 
[2000] Simmons et al. [2006, 2010], and Cammarano et al. 
[2011]). One of the most popular and advanced 
approaches is that of Simmons et  al. [2010], in which 
shear and compressional wave velocities are linked to 
bulk density through empirical mineral‐physics parame­
ters. In contrast to other similar approaches, Simmons 
et  al. [2010] perform a real inversion of seismic data. 
However, this method still relies on two somewhat restric­
tive assumptions: (i) All responses of the system are 
assumed to be linear and (ii) temperature and composi­
tional signatures are decoupled during the inversion. 
Future studies coupling consistently the dynamic behav­
ior of the mantle with multiple surface observations, hon­
oring the nonlinear and thermodynamic consistency of 
the system, will undoubtedly shed critical information 
about the internal workings of the Earth, particularly on 
the complex interaction between plates and the underly­
ing convecting mantle. Some preliminary steps have been 
recently taken [Afonso et  al., 2014], demonstrating the 
feasibility and potential of such inversions.

Similarly, the migration from approaches based on ray 
theory to finite frequency and full waveform approaches 
seems to be an obvious next step in multiobservable inver­
sions. Both tomography methods hold great potential to 
improve on the quality of thermochemical and seismic 
images of the upper mantle, particularly at regional and 
continental scales (e.g., see Chevrot and Zhao [2007], 
Nolet [2008], Liu and Gu [2012], Fitchner et al. [2013], and 
Yuan et al. [2014]). Likewise, inclusion of global informa­
tion into the computation of teleseismic travel times (to 
explicitly account for the effect of deep anomalies) can be 
of benefit [Zhao et al., 2013]. However, since the use of 
more traditional ray‐based approaches in multiobserva­
ble probabilistic inversion methods still is in its initial 
stages of development [Afonso et al., 2014], it is unclear at 
the moment to what extent results will be improved by 

implementing the above approaches or whether the 
additional benefits will outweigh the extra computational 
cost. Based on current trends, these issues are expected to 
be addressed in the next decade.

10.7. FINAL REMARKs

Integrated modeling and joint inversions for the struc­
ture of the lithosphere and upper mantle are becoming 
increasingly popular, partly because of the advances 
reviewed in this chapter. The recognition that working 
with complementary datasets provides a substantially 
more instructive view of the Earth is not new, but 
surprisingly practical implementations of such joint or 
multiobservable approaches are still far less common than 
single‐data approaches. Working with multiple datasets 
demands a multidisciplinary framework and a diverse set 
of skills that in most cases go beyond geophysics, well into 
geochemistry, thermodynamics, and petrology. The more 
we learn about our planet, the more we recognize the 
importance of understanding it as a complex, dynamic 
physical entity rather than a static object described by stiff  
physical parameters such as mean density, seismic veloc­
ity, coefficients of thermal expansion, and so on. And 
when we pay attention to these complexities, to the great 
variety of links between physical and chemical processes 
within the Earth, we realize the importance of the con­
nections between traditional disciplines. Unfortunately, 
traditional geophysics university programs tend to under­
estimate these connections, something that we believe will 
change in the next decade or so. This book is testament to 
the increasing interest in the solid Earth community 
regarding such integrated studies.
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